Theoretical Statistics. Lecture 6.
Peter Bartlett

1. U-statistics.

2. Projections.




Review. U -statistics'

Definition: A U-statistic of order » with kernel h is

U: % Z h(Xz'l,...,Xz'r),
(") &

whereh is symmetric in its arguments.




‘ Review. U-statistics: Exampleﬂ

s is aU-statistic of orde® with kernelh(z,y) = (1/2)(x — y)?.

Kendall's7: test for independence.

Wilcoxon one-sample rank statistic: test for symmetry. Safm
U-statistics.




‘ Review. Properties ofU -statistics'

“U” for “unbiased” EU = Eh(X4,..., X}).

Var(U(Xq,...,X,)) < Var(h(Xy,...,X,)) (Rao-Blackwell
theorem).

Concentration: Ifh (X7, X5)| < B a.s., then

P(|U — EU| > t) < 2exp(—nt?/(8B%?)).




\ Review. Variance of U-statistics

where|S N S| =¢

So if (1 # 0, the first term dominates:

nri(n —r)lr(n —r)!

nVar(U) — nl(r — Dl(n —2r+1)

,Cl —>T251-




‘Variance of U-statistics: Example'

Estimator of varianceh (X, X3) = (1/2)(X; — X»):
Cl COV( (XlaXQ)vh(X17X3))
= V&f(E[h(Xl, XQ)‘Xl]) -+ E[COV(h(Xl, XQ), h(Xl, Xg)‘Xl]

= Var(E[h(X1, X5)| X1]) = Var (E B(Xl — X2)2|X1D

— Var (E B(Xl — o+ — Xz)Q\le

1 1
— Var (5(()(1 — 1)? + 02)) = Z(M —o?),
wherepy = E((X1 — p)?)) is the 4th central moment. So
nVar(U) — pg — o?.
We'll see thaty/n(U — 02) ~ N(0, us — o*). (What if uy — o = 0?)




‘Variance of U-statistics: Example'

Recall Kendall'sr: For a random paiP; = (X1, Y1), P, = (X3, Ys) of
points in the plane, iX, Y areindependent and continuous [and P; P IS
the line fromP; to Ps]

h(Py, Py) = (1[P, P> has positive sloge- 1[P; P, has negative slopg,
Cl COV( (Pl,PQ),h(Pl,Pg))
.=1/9

sonVar(U) — 4/9. We'll see that,/nU ~~ N(0,4/9). And this gives a
test for independence.




‘Asymptotic distribution of U-statistics I

How do we find the asymptotic distribution of a U-statistic?

We’'ll appeal to this theorem:

Theorem:

X, ~ X andd(X,,,Y,) 5 0 =Y, ~ X.

In particular, we find another sequenicesuch that
o /(U —6-0)S50,and
o The asymptotics of/ are easy to understand.

In this case, we find/ of the formU = 3. (X;). Then the CLT gives the
result.




‘Asymptotic distribution of U-statistics I

1. Why do functions of a single variable suffice? Becausenteractions
are weak.

2. How do we find suitable functions? Byojecting: finding the element
of the linear space of functions of single variables thatwags most of
the variance ot/.

This leads us to the idea bfajek projections.




Projection Theorem'

Consider a random variablg and a linear spac§ of random variables,
with ES? < oo forall S € S andET? < oco. [Write T' € Lo (P),

S C Ly(P), the Hilbert space of finite variance random variables ddfine
on a probability space.] Arojection S of 7' on S is a minimizer overS of
E(T — S)?. [Picture]

Theorem: S is aprojection of T on S iff S € S and, for allS € S, the
errorT — S is orthogonal taS, that is,

E(T — 5)S = 0.

If S; andS; are projections of” ontoS, thenS; = 95 a.s.
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Projection Theorem'

Notice that iIfS contains constants, theéti= 1 € S shows that
E(T-S)=0, ie,ET=ES.

Also, forallS €¢S,5 —ES €8, so

Cov(T — 5,S) =E(T - S)(S—ES)) =0.
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Projection Theorem Proof'

Theorem: 1. S € S is aprojection of T onS (minimizesE(T — 5)?)
iff, forall S € S, E(T' — 5)S = 0.
2. If S; andS, are projections of” ontoS, thenS; = S a.s.

We can write the criterion, forany € S as
E(T-S)?=E(T-5+S5-25)?
— E(T — 524+ 2E((T — 5)(S — 8)) + (5 — 5)2.

If E(T — S)S =0, then this isE(T — §)? + (S — S)2, which is minimized
for S = S, and strictly minimized unlesB(S — S)? = 0, s0S is unique.
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Projection Theorem Proof'

If S is a projection, then

E(T — S —aS)?=E(T —5)? —2aE(T — 5)S + o’ES?

is at least® (T — 5)? for any S € S and anyo. And this implies that
E(T —5)S =0.
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Projection Theorem'

Pythagoras theorenE(T)2 = E(T — S+ 5)? = E(T — 5)2 + E(5)2.

If S contains constant®(7") = E(S) and
Var(T) = Var(T — S) + Var(S).

So if S contains constants arftland7” have the same variance, then

A

S ="1T a.s.

A similar property holds asymptotically...
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‘ Projections and Asymptotics'

ConsiderS,, a sequence of linear spaces of random variables that contali
the constants and that have finite second moments.

Theorem: ForT,, with projectionsS,, onS,,,

var(T,) N T, —ET, 5,-ES, p 0
Var(S,,) Var(T},) var(3,,)
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‘ Projections and Asymptotics: Proof'

Zin

_ T,-ET, &,-ES,
v/ Var(T},) /Var( )

Clearly,EZ,, = 0.

A

Cov(T,,, Sy)
Var(T,,)+/Var(S,)

Var(Z,) =2 — 2

Var(S,,
Var(T,,)

=22

— 0,

where the second equality is becaitseontains constants, so
Cov(T}, — Sn, S,) = 0, hence Co(T},, S,,) = Var(S,,).
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