
Theoretical Statistics. Lecture 7.
Peter Bartlett

1. Projections.

2. Conditional expectations as projections.

3. Hájek projections.

4. Asymptotic normality of U-statistics. Examples.
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Review.U -statistics

Definition: A U -statistic of order r with kernel h is

U =
1
(

n
r

)

∑

i⊆[n]

h(Xi1 , . . . , Xir),

whereh is symmetric in its arguments.
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Review. Variance of U-statistics

Var(U) =
1
(

n
r

)

r
∑

c=1

(

r

c

)(

n− r

r − c

)

ζc

=
r
∑

c=1

θ(n−c)ζc,

ζc = Cov(h(XS), h(XS′)) where|S ∩ S′| = c

= Var(E [h(Xr
1 )|Xc

1 ]) .

So if ζ1 6= 0, the first term dominates:

nVar(U) → nr!(n− r)!r(n− r)!

n!(r − 1)!(n− 2r + 1)!
ζ1 → r2ζ1.
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Review. Asymptotic distribution of U-statistics

Theorem:

Xn  X andd(Xn, Yn)
P→ 0 =⇒ Yn  X.
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Review. Projection Theorem

Consider a random variableT and a linear spaceS of random variables,

with ES2 < ∞ for all S ∈ S andET 2 < ∞. A projection Ŝ of T onS is a

minimizer overS of E(T − S)2.

Theorem: Ŝ is aprojection of T onS iff Ŝ ∈ S and, for allS ∈ S, the

errorT − Ŝ is orthogonal toS, that is,

E(T − Ŝ)S = 0.

If Ŝ1 andŜ2 are projections ofT ontoS, thenŜ1 = Ŝ2 a.s.
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Review. Projections and Asymptotics

ConsiderSn a sequence of linear spaces of random variables that contain

the constants and that have finite second moments.

Theorem: ForTn with projectionsŜn onSn,

Var(Tn)

Var(Ŝn)
→ 1 =⇒ Tn −ETn

√

Var(Tn)
− Ŝn −EŜn
√

Var(Ŝn)

P→ 0.
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Linear Spaces

What linear spaces should we project onto? We need a rich space, since we

have to lose nothing asymptotically when we project.

We’ll consider the space of functions of a single random variable. Then

projection corresponds to computing conditional expectations.

Just asEX = argmina∈R E(X − a)2,

E[X |Y ] = arg min
g:R→R

E(X − g(Y ))2.

This is the projection ofX onto the linear spaceS of measurable functions

of Y .
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Conditional Expectations as Projections

The projection theorem says: for all measurableg,

E(X −E[X |Y ])g(Y ) = 0.

Properties ofE[X |Y ]:

• EX = EE[X |Y ] (considerg = 1).

• For a joint densityf(x, y),

E[X |Y ] =

∫

x
f(x, Y )

f(Y )
dx.

• For independentX, Y , E(X −EX)g(Y ) = 0, soE[X |Y ] = EX .
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Conditional Expectations as Projections

Properties ofE[X |Y ]:

• E[f(Y )X |Y ] = f(Y )E[X |Y ].

(Because

E[f(Y )X − f(Y )E[X |Y ]g(Y ) = E[X −E[X |Y ]f(Y )g(Y ) = 0.)

• E[E[X |Y, Z]|Y ] = E[X |Y ].

(BecauseE(E[X |Y, Z]−E[X |Y ])g(Y ) =

E(E[g(Y )X |Y, Z]−E[g(Y )X |Y ]) = 0.)
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Hájek Projection

Definition: For independent random vectorsX1, . . . , Xn, theHájek pro-
jection of a random variable is its projection onto the set of sums

n
∑

i=1

gi(Xi)

of measurable functions satisfyingEgi(Xi)
2 < ∞.
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Hájek Projection

Theorem: [Hájek projection principle:] The H́ajek projection ofT ∈
L2(P ) is

Ŝ =
n
∑

i=1

E[T |Xi]− (n− 1)ET.
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Hájek Projection Principle: Proof

From the projection theorem, we need to check thatT − Ŝ is orthogonal to

eachgi(Xi). It suffices ifE [T |Xi] = E

[

Ŝ|Xi

]

:

E

(

T − Ŝ
)

gi(Xi) = E

(

E

[

T − Ŝ|Xi

]

gi(Xi)
)

.

But

E[Ŝ|Xi] = E





n
∑

j=1

E[T |Xj]− (n− 1)ET

∣

∣

∣

∣

∣

∣

Xi





= E[T |Xi] +
∑

j 6=i

E[E[T |Xj ]|Xi]− (n− 1)ET

= E[T |Xi],

because theXi are independent, soT − Ŝ is orthogonal toS.
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Asymptotic Normality of U-Statistics

Theorem: If Eh2 < ∞, defineÛ as the H́ajek projection ofU − θ. Then

Û =
r

n

n
∑

i=1

h1(Xi), with

h1(x) = Eh(x,X2, . . . , Xr)− θ,

√
n(U − θ − Û)

P→ 0, hence,
√
n(U − θ) N(0, r2ζ1), where

ζ1 = Eh2
1(X1).
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Asymptotic Normality of U-Statistics: Proof

Recall:

U =
1
(

n
r

)

∑

j⊆[n]

h(Xj1 , . . . , Xjr).

By the H́ajek projection principle, the projection ofU − θ is

Û =
n
∑

i=1

E[U − θ|Xi]

=

n
∑

i=1

1
(

n
r

)

∑

j⊆[n]

E[h(Xj1 , . . . , Xjr)− θ|Xi].

But

E[h(Xj1 , . . . , Xjr)− θ|Xi] =







h1(Xi) if i ∈ j,

0 otherwise.
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Asymptotic Normality of U-Statistics: Proof

For eachXi, there are
(

n−1
r−1

)

of the
(

n
r

)

subsets that containi. Thus,

Û =
n
∑

i=1

r!(n− r)!(n− 1)!

n!(r − 1)!(n− r)!
h1(Xi) =

r

n

n
∑

i=1

h1(Xi).

To see that̂U has the same asymptotics asU , notice thatEÛ = 0 and so its

variance is asymptotically the same as that ofU :

var Û =
r2

n
Eh2

1(X1) =
r2

n
E(E[h(Xr

1 )|X1]− θ)2

=
r2

n
Var(E[h(Xr

1 )|X1]) =
r2

n
ζ1.
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Asymptotic Normality of U-Statistics: Proof

CLT (and finiteness of Var(Û)) implies
√
nÛ  N(0, r2ζ1).

Also [recall thatnVarU → r2ζ1], VarÛ/VarU → 1, so

U − θ
√

Var(U)
− Û
√

Var(Û)

P→ 0,

which implies
√
n(U − θ − Û)

P→ 0, and hence

√
n(U − θ) N(0, r2ζ1).

16



Asymptotic Normality of U-Statistics: Examples

Estimator of variance:h(X1, X2) = (1/2)(X1 −X2)
2:

ζ1 =
1

4
(µ4 − σ4),

whereµ4 = E((X1 − µ)4)) is the 4th central moment. So

nVar(U) → µ4 − σ4, hence√
n(U − σ2) N(0, µ4 − σ4).
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Asymptotic Normality of U-Statistics: Examples

Recall Kendall’sτ : For a random pairP1 = (X1, Y1), P2 = (X2, Y2) of

points in the plane, ifX, Y areindependent and continuous [recall: P1P2 is

the line fromP1 to P2]

h(P1, P2) = (1[P1P2 has positive slope]− 1[P1P2 has negative slope]) ,

Eτ = 0,

ζ1 = Cov(h(P1, P2), h(P1, P3))

=
1

9
,

Thus
√
nU  N(0, 4/9). And this gives a test for independence ofX and

Y :

Pr(
√

9n/4|τ | > zα/2) → α.
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Asymptotic Normality of U-Statistics: Examples

Recall Wilcoxon’s one sample rank statistic:

T+ =

n
∑

i=1

Ri1[Xi > 0]

=
1
(

n
2

)

∑

i<j

h2(Xi, Xj) +
1

n

∑

i

h1(Xi),

h2(Xi, Xj) =

(

n

2

)

1[Xi +Xj > 0],

h1(Xi) = n1[Xi > 0].

whereRi is the rank (position when|X1|, . . . , |Xn| are arranged in

ascending order). It’s used to test if the distribution is symmetric about zero.
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Asymptotic Normality of U-Statistics: Examples

It’s a sum of U-statistics. The first sum dominates the asymptotics. So

consider

U =
1
(

n
2

)

∑

i<j

(

n

2

)

1[Xi +Xj > 0].

The H́ajek projection ofU − θ is

Û =
2

n

n
∑

i=1

h1(Xi),
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and

h1(x) = Eh(x,X2)−Eh(X1, X2)

=

(

n

2

)

(P (x+X2 > 0)− P (X1 +X2 > 0))

= −
(

n

2

)

(F (−x)−EF (−X1)) .
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Asymptotic Normality of U-Statistics: Examples

ForF symmetric about 0,(F (x) = 1− F (−x)), we have

Û = −2
(

n
2

)

n

n
∑

i=1

(F (−Xi)−EF (−Xi))

=
2
(

n
2

)

n

n
∑

i=1

(F (Xi)−EF (Xi)) .

But F (Xi) is always uniform on[0, 1], and soEF (Xi) = 1/2 and

VarF (Xi) = 1/12. Thus,

Var(Û) =
4
(

n
2

)2

n
Var(F (Xi)) =

n(n− 1)2

12
.
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Asymptotic Normality of U-Statistics: Examples

Thus, for symmetric distributions,

n−3/2

(

T+ −
(

n
2

)

2

)

 N(0, 1/12).

So we have a test for symmetry:

Pr

(

√
12n−3/2

∣

∣

∣

∣

∣

T+ −
(

n
2

)

2

∣

∣

∣

∣

∣

> zα/2

)

→ α.
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